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Guava fruit quality assessment is an important process to ensure
the quality of fruit consumed by the public. However, manual

quality assessment is still subjective and time-consuming.
Therefore, this study aims to classify guava fruit quality based on
digital images using computer vision and machine learning
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Klf;’\‘/"l’:rszi approaches. The guava image dataset is divided into two classes,
?mageq v namely good guava and bad guava. Feature extraction is
processing, performed by calculating the average values of the RGB (Red,
machine Green, and Blue) color channels from each image. The supervised
learning, learning methods used are K-Nearest Neighbor (KNN) and
ESNtE‘aSVM’ Support Vector Machine (SVM), while the unsupervised learning

method uses K-Means Clustering. The system implementation is
carried out using RStudio software. The experimental results
show that the KNN algorithm achieves an accuracy of 92.39%,
while the SVM algorithm achieves an accuracy of 89.17%. Based
on these results, it can be concluded that the proposed method is
capable of classifying guava fruit quality effectively and has the
potential to be used as an automated classification system.
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1. INTRODUCTION

Guava Fruit Is One Of The Horticultural Commodities That Is Widely Consumed Due To Its
High Nutritional Value. Fruit Quality Is A Key Factor That Influences Market VValue And Consumer
Satisfaction. Guava Fruit Quality Assessment Is Generally Performed Manually Based On Color,
Texture, And Physical Condition. However, This Method Has Several Limitations Because It Is
Subjective And Highly Dependent On The Assessor’s Experience.

The Development Of Image Processing And Machine Learning Technologies Enables Fruit
Quality Classification To Be Conducted Automatically And More Objectively. By Utilizing Digital
Images, The Visual Characteristics Of Fruits Can Be Analyzed And Used As A Basis For Decision-
Making. Several Machine Learning Methods Have Been Widely Applied In Image Classification
Tasks, Such As Knn, Svym, And Clustering Methods.

Based On These Problems, This Study Aims To Classify Guava Fruit Quality Using Rgb

8

DOI: 10.52436/]TIF/ ...
/ITIE/ Open Access: https://jurnalunpi.org/index.php/JTIF


http://dx.doi.org/10.25126/jtiik.201743299
https://creativecommons.org/licenses/by-sa/4.0/
mailto:ramaqadar@gmail.com

JTIF : Journal of Technology Information | Volume 02 No. 3, November 2025 p. 8 - 11 9

Color Features And Machine Learning Algorithms. The Results Of This Research Are Expected To
Provide An Alternative Solution For Automated Guava Fruit Quality Assessment.

2. METHOD

- Data Collection

The data used in this study consist of digital images of guava fruits obtained through a direct image
acquisition process. The dataset is divided into two classes, namely good guava and bad guava.
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Figure 1. Examples of good and bad guava fruit images

- Image Pre-processing
The image pre-processing stage is conducted to prepare the data before the classification process.
This stage includes image resizing and color normalization to ensure uniform image characteristics.

- Feature Extraction

Feature extraction is performed by calculating the average values of the RGB (Red, Green, and Blue)
color channels from each image. These average RGB values are used as feature representations that
describe the color characteristics of guava fruits.

- Classification Method

The classification methods used in this study include K-Nearest Neighbor (KNN), Support Vector
Machine (SVM), and K-Means Clustering. The initial grouping of data is visualized using the K-
Means method to observe the distribution patterns of guava fruit quality.
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Figure 2. Clustering results of guava fruit quality using K-Means Clustering

- Evaluation
Model evaluation is conducted by calculating the accuracy value based on the classification results of
the test data.

3. RESULTS AND DISCUSSION

The experimental results show that the KNN algorithm achieves an accuracy of 92.39%, while the
SVM algorithm achieves an accuracy of 89.17%. The classification results using the SVM algorithm
are visualized in the form of a confusion matrix to demonstrate the model’s performance in
classifying test data.

Based on the experimental results, the difference in accuracy between the KNN and SVM algorithms
is influenced by the characteristics of the image data and the class separation methods used. The
KNN algorithm classifies data based on the proximity between data points, allowing it to adapt well
to relatively simple RGB color patterns in guava images. Meanwhile, SVM constructs a separating
hyperplane that performs optimally on data with specific distributions.
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Figure 3. Confusion matrix of guava fruit quality classification using the SVM algorithm

4. DISCUSSION

This section provides a further discussion of the obtained results. The research findings indicate that
RGB color features are effective in distinguishing guava fruit quality. Good-quality guava fruits
generally exhibit more uniform and brighter color distributions, whereas poor-quality fruits tend to
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have darker or uneven color patterns.

The KNN algorithm demonstrates better performance than SVM because it directly considers the
similarity between training and testing data. This approach is suitable for datasets with a small
number of features, such as average RGB values. Nevertheless, SVM still delivers stable and reliable
classification results.

The findings of this study are consistent with previous research, which suggests that machine
learning methods based on color features can be effectively applied for fruit quality classification.
Therefore, the proposed approach can serve as an alternative solution for automated guava fruit
quality assessment systems.

5. CONCLUSION

Based on the conducted research, it can be concluded that machine learning methods using RGB
color features are capable of classifying guava fruit quality effectively. The KNN algorithm achieves
the highest accuracy of 92.39%, while the SVM algorithm achieves an accuracy of 89.17%. These
results indicate that the proposed approach is effective and can be utilized as an automated guava
fruit quality classification system.
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